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—— Abstract

The dramatic improvements in Boolean satisfiability (SAT) solving since the turn of the millennium
have made it possible to leverage state-of-the-art conflict-driven clause learning (CDCL) solvers for
many combinatorial problems in academia and industry, and the use of proof logging has played a
crucial role in increasing the confidence that the results these solvers produce are correct. However,
the fact that SAT proof logging is performed in conjunctive normal form (CNF) clausal format
means that it has not been possible to extend guarantees of correctness to the use of SAT solvers for
more expressive combinatorial paradigms, where the first step is an unverified translation of the
input to CNF.

In this work, we show how cutting-planes-based reasoning can provide proof logging for solvers
that translate pseudo-Boolean (a.k.a. 0-1 integer linear) decision problems to CNF and then run
CDCL. To support a wide range of encodings, we provide a uniform and easily extensible framework
for proof logging of CNF translations. We are hopeful that this is just a first step towards providing
a unified proof logging approach that will also extend to maximum satisfiability (MaxSAT) solving
and pseudo-Boolean optimization in general.
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1 Introduction

Boolean satisfiability (SAT) solving has witnessed striking improvements over the last couple
of decades, starting with the introduction of conflict-driven clause learning (CDCL) [44, 48],
and this has led to a wide range of applications including large-scale problems in both
academia and industry [9]. The conflict-driven paradigm has also been successfully exported
to other areas such as maximum satisfiability (MazSAT), pseudo-Boolean (PB) solving,
constraint programming (CP), and mized integer linear programming (MIP). As modern
combinatorial solvers are used to attack ever more challenging problems, and employ ever
more sophisticated heuristics and optimizations to do so, the question arises whether we can
trust the results they produce. Sadly, it is well documented that state-of-the-art CP and
MIP solvers can return incorrect solutions [1, 17, 29]. For SAT solvers, however, analogous
problems [11] have been successfully addressed by the introduction of proof logging, requiring
that solvers should be certifying [46] in the sense that they output machine-verifiable proofs
of their claims that can be verified by a stand-alone proof checker.

A number of different proof logging formats have been developed for SAT solving, including
RUP [34, 58], TraceCheck [8], DRAT [35, 36, 62], GRIT [19], and LRAT [18]. Since 2013
the SAT competitions [56] require solvers to be certifying, with DRAT established as the
standard format. It would be highly desirable to have such proof logging also for stronger
combinatorial solving paradigms, but while methods such as DRAT are extremely powerful
in theory, the limitation to a clausal format makes it hard to capture more advanced forms
of reasoning in a succinct way. A more fundamental concern is that it is not clear how
these proof logging methods should deal with input that is not presented in conjunctive
normal form (CNF). One way to address this problem could be to allow extensions to the
DRAT format [2], but another approach pursued in recent years is to develop stronger proof
logging methods based on more expressive formalisms such as binary decision diagrams [4],
algebraic reasoning [39, 40, 41, 53], pseudo-Boolean reasoning [26, 31, 32], and integer linear
programming [15, 24].

Our Contribution. In this work, we consider the use of CDCL for pseudo-Boolean solving,
where the pseudo-Boolean input (i.e., a 0-1 integer linear program) is translated to CNF
and passed to a SAT solver, as pioneered in MINISAT+ [23]. The two solvers NAPS [49, 55]
and OPEN-WBO [50, 45] using this approach were among the top performers in the latest
pseudo-Boolean evaluation [52]. While DRAT proof logging can certify unsatisfiability of the
translated formula, it cannot prove correctness of the translation, not only since there is no
known method of carrying out PB reasoning efficiently in DRAT (except for constraints with
small coefficients [13]), but also, and more fundamentally, because the input is not in CNF.

We demonstrate how to instead use the cutting planes proof method [16], enhanced with
a rule for introducing extension variables [33], to show that the CNF formula resulting from
the translation can be derived from the original pseudo-Boolean constraints. Since this
method is a strict extension of DRAT, we can combine the proof for the translation with
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Figure 1 Proof logging workflow for pseudo-Boolean solving (our contribution in blue boldface).

the SAT solver DRAT proof log (with appropriate syntactic modifications). In this way we
achieve end-to-end verification of the pseudo-Boolean solving process using the proof checker
VERIPB [60], as illustrated in Figure 1.

One challenge when certifying PB-to-CNF translations is that there are many different
ways of encoding pseudo-Boolean constraints into CNF (as catalogued in, e.g., [51]), and
it is time-consuming (and error-prone) to code up proof logging for every single encoding.
However, many of the encodings can be understood as first designing a circuit to evaluate
whether the PB constraint is satisfied, and then writing down a CNF formula enforcing the
computation of this circuit. An important part of our contribution is that we develop a
general proof logging method for a wide class of such circuits. The pseudo-Boolean format
used for proof logging makes it easy to derive 0-1 linear inequalities describing the circuit
computations, and once this has been done the clauses in the CNF translation can simply
be obtained by so-called reverse unit propagation (RUP) [34, 58], obviating the need for
complicated syntactic proofs. We have applied this method to the sequential counter [57],
totalizer [3], generalized totalizer [38] and binary adder network [23, 61] encodings, and report
results from an empirical evaluation.

We note that a stronger result would be to certify equivalence of the original pseudo-
Boolean formula F' and the translated CNF formula F”, in the sense that (a) any satisfying
assignment a to I could be extended to an assignment o’ also to the new variables introduced
during translation that would satisfy F’, and that (b) any satisfying assignment o’ to F” also
satisfies F'. The tools we develop can reach this more ambitious goal in principle, but since
some additional technical problems arise along the way we have to leave this as future work.

QOutline of This Paper. After discussing preliminaries in Section 2, we illustrate our method
for the sequential counter encoding in Section 3. Section 4 presents the general framework,
and we discuss how to apply it to adder networks in Section 5 (but due to space constraints,
most of the details, and all discussion of the totalizer and generalized totalizer encodings,
are deferred to Appendices A and B.) We report data from our experimental evaluation in
Section 6 and conclude with a discussion of some directions for future research in Section 7.

2 Preliminaries

Let us start with a review of some standard material that can also be found in, e.g., [14, 33].
A literal ¢ over a Boolean variable z is x itself or its negation T, where variables can be
assigned values 0 (false) or 1 (true), so that T =1—z. For notational convenience, we
define T = x (where we use = to denote syntactic equality). We write [n] = {1,2,...,n} to
denote the n first positive integers, and sometimes write & = {z; | 7 € [n]} to denote a set
of variables, where the size n of the set understood from context (or is not important). A
pseudo-Boolean (PB) constraint is a 0-1 linear inequality

C = Zlalz > A, (1)
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which without loss of generality we always assume to be in normalized form [5]; i.e., all
literals ¢; are over distinct variables and the coefficients a; and the degree (of falsity) A are
non-negative integers. The normalized form of the negation of the pseudo-Boolean constraint
C in (1) is the constraint

(encoding that the sum of the coefficients of falsified literals in C' is so large that coefficients of
satisfied literals can contribute at most A —1). We use equality constraints C' = ,a;l; = A
as syntactic sugar for the pair of inequalities C°1 = 3" a;¢; > A and Clea = Yo —aili > —A
(with the latter converted to normalized form). We write ) a;f; >a A for e {>, <, =}
for constraints that are either inequalities or equalities. A pseudo-Boolean formula is a
conjunction F' = A j C; of PB constraints. A cardinality constraint is a PB constraint with
all coefficients equal to 1. If the degree is also 1, then ¢; + --- + £ > 1 is equivalent to the
(disjunctive) clause €1V ---V {y, and so CNF formulas are just special cases of pseudo-Boolean
formulas.

A (partial) assignment p is a (partial) function from variables to {0,1}. Applying p
to a constraint C' as in (1) yields the constraint C'[, obtained by substituting values for
all assigned variables, shifting constants to the right-hand side, and adjusting the degree
appropriately, and for a formula F' we define F[,= A j C;l,. The constraint C' is satisfied
by pif > pt)=1 @i = A (or, equivalently, if the restricted constraint C, has a non-positive
degree and is thus trivial). An assignment p satisfies FF = A j C; if it satisfies all C;, in which
case F is satisfiable. A formula without satisfying assignments is unsatisfiable. Two formulas
are equisatisfiable if they are both satisfiable or both unsatisfiable.

Cutting planes as defined in [16] is a method for iteratively deriving new constraints C
implied by a PB formula F. If C and D are previously derived constraints, or are aziom
constraints in F, then any positive integer linear combination of these constraints can be
derived. (By a linear combination of two equality constraints C' and D, we mean the identical
linear combinations of C84 and D& and C'*4 and D'®9, respectively.) We can also add
literal axioms £; > 0 to a previously derived constraint. For a constraint Zl a; ;> Ain
normalized form, we can use division by a positive integer d to derive ), [a;/d]; > [A/d],
dividing and rounding up the degree and coefficients, and it is sometimes convenient to also
include a saturation rule deriving ). min{a;, A} - £; > A from ), a; - {; > A. We remark
that the soundness of the division and saturation rules as stated depends on the constraints
being presented in normalized form.

For PB formulas F', F’ and constraints C, C’, we say that F' implies or models C, denoted
F & C, if any assignment satisfying F' must also satisfy C, and we write F = F' if F = C’
for all C" € F'. It is clear that any collection of constraints F’ derived (iteratively) from F
by cutting planes are implied in this sense, and cutting planes is an implicationally complete
method in the sense that any implied constraint can also be derived syntactically.

A constraint C'is said to unit propagate the literal £ under p if C[, cannot be satisfied
unless ¢ is set to true. During unit propagation on F under p, we extend p iteratively by
assignments to any propagated literals until an assignment p’ is reached under which no
constraint C' € F' is propagating, or under which some constraint C' propagates a literal that
has already been assigned to the opposite value. The latter scenario is called a conflict, since
p’ violates the constraint C' in this case. We say that F implies C' by reverse unit propagation
(RUP), and that C is a RUP constraint with respect to F, if F' A —~C unit propagates to
conflict under the empty assignment. It is not hard to see that F' |= C holds if C is a RUP
constraint, but the opposite direction is not necessarily true.
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(a) Logic circuit of single component.  (b) Circuit for 4 input literals counting up to 4.

Figure 2 Circuit representation of the sequential counter encoding.

In addition to deriving constraints C' that are implied by F', we will also need a way
of adding so-called redundant constraints D having the property that F' and F' A D are
equisatisfiable. For this purpose we will use the reification rules — special cases of the
redundance rule in [33] — saying that we can introduce the reified constraints

Z = Zzal& >A = (Ela, — A+ 1) -z + Ziaifi > Ziai —A+1 (3b)
provided that z is a fresh variable that is not in the formula and has not appeared previously

in the derivation.
A moment of thought reveals that the constraint (3a) says that if z is true, then ) .a;¢; > A

has to hold, and this explains the notation z = >, a;¢; > A introduced for this constraint.

In an analogous fashion, the constraint (3b) says that if ) a;¢; > A holds, then z has to be

true. We will write z < >, a;¢; > A for the conjunction of the constraints (3a) and (3b).

Adding such reification constraints preserves equisatisfiability, since any satisfying assignment
to F' can be extended by setting the fresh variable z as required to satisfy the implications.

3 Certified CNF Translation Using the Sequential Counter Encoding

To give a concrete illustration of our approach for proving the correctness of translations of
pseudo-Boolean constraints, in this section we consider how to convert cardinality constraints
Yo, 41k to CNF using the sequential counter encoding [57]. This encoding is based on a
circuit summing up the input bits one by one, with intermediate variables s; ; for i € [n]
and j € [i] evaluating to true if and only if 21:1 £y > j. The variables s; ; can be computed
inductively as in Figure 2a by the formula

sij < (i A si—1j-1) V 8i-1,5) (4)

saying that s; ; is true either if the first ¢ — 1 literals add up to j — 1 and the ith literal is
true, or if already the first ¢ — 1 literals add up to j. The circuit constructed in this way,
shown in Figure 2b, can be partitioned into n blocks, where the ith block computes the
variables s; ; for j € [i] from the ith input bit ¢; and the variables s;_; ; in the previous
block. Identifying such blocks in the circuit is a key component in our method for proving
that the CNF translation is correct.

16:5
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For the sequential counter circuit, we obtain the CNF encoding of the constraint
>oi, ¢k by translating each component in Figure 2a (as described by Equation (4)) to
the clausal constraints

bi+51j-1+8,;>1 (5a)
Sic1j+8i,;>1 (5b)
bi+si—1;+5,;>1 (5¢)
Si—1,j-1+8;>1 (5d)

for i € [n] and j € [i]. For all i we set s;0 = 1 and simplify, so that constraint (5a) turns
into ¢; + s;1 > 1 and constraint (5d) is satisfied and disappears. We also set s;_1,; = 0, so
that (5¢) becomes ¢; + 5, ; > 1 and (5b) is satisfied and disappears.

Once clauses (5a)—(5d) have been generated for all circuit components, we obtain a
greater-than-or-equal-to-k constraint by adding the unit clause s, ; > 1. Analogously,
a less-than-or-equal-to-k constraint is enforced using the clause 5, y11 > 1. A common
optimization, known as k-simplification, is to omit clauses corresponding to the computation
of variables s; ; for j > k + 1, as such variables are not relevant for deciding whether the
cardinality constraint is true or not.

As a preparation for our proof logging discussions, let us study the variables s; ; in more
detail, ignoring k-simplification for now. Since s; ; is true if and only if Zi:l 4y > 7 holds,
for all ¢ € [n] we should be able to deduce

Yl =Yg (6)

However, the sequential counter circuit computes the variables s; ; in the ith block using
only the variables s;_; ; from the previous block and the literal ¢;, and so if we only reason
locally about the ith block what we can derive is the equality

i—1 7
Uit Do 18i-1,5 = Djo15i - (7)

If we look at the variables on wires entering and exiting the ith block of the circuit, we see
that Equation (7) specifies that the sum of the inputs is equal to the sum of the outputs. If
we represent the circuit in Figure 2b as a graph with every block contracted into a single node
and the literals ¢; in the cardinality constraint collected into another separate node, then
every ith block node has an incoming edge from the literals node and (for ¢ > 1) another edge
from the (¢ — 1)st block node, and an outgoing edge to the (i + 1)st block node (or, for i = n,
to a special sink node that we can also introduce). If we label the incoming edges by ¢; and
Z;;ll si—1,; and the outgoing edge by 2221 si,;, as shown in Figure 3a, then we can view (7)
as saying that for all vertices in the graph the sum of the labels of input edges should be
equal to the sum of the output edge. We will refer to this as a preservation equality. What is
not at all obvious from this particular example, but what we will show in later sections, is
that many CNF translations of pseudo-Boolean constraints can be represented as graphs
with preservation equalities in a similar way, though sometimes with larger coefficients in the
linear combinations of the literals. And, jumping ahead a bit, our main contribution in this
paper is a generic proof logging method that will certify correctness for any CNF encoding
that can be represented in this graph framework with preservation equalities.

To see how such a graph representation might be useful, note that by traversing the
graph and doing a telescoping sum of the preservation equalities for all nodes we can easily
derive (6). From this, in turn, it is clear that a constraint on the input variables Z;-l:l& >a k
implies the same constraint on the output variables, and formally this can be obtained by
one final telescoping sum step combining > 7 ¢; > k and 337 0 = 7 sn j to get
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Figure 3 Graph representation of the sequential counter encoding.
n
D j—15n.g k. (8)

Another important property of the variables s; ; is that they do not just take any values
satisfying (7), but are ordered — since s; ; encodes ».,_, ¢, > j, it follows that s; ; cannot be
true unless also s; ;/ is true for all j° < j. This can be expressed by ordering constraints

Sij 2 Sijt1 i€n],jeli—-1], 9)

which are semantically implied by the circuit encoding.

Taking this view of the circuit encoding, the task of certifying the correctness of
the CNF translation becomes surprisingly simple. If we can derive the pseudo-Boolean
constraints (7)—(9), then it can be verified that the clauses of the sequential counter encoding
(i.e., (5a)—(5d) plus 8, k41 > 1 and/or s, > 1) all follow by reverse unit propagation. This
is so since when asserting the clauses to false, the ordering constraints (9) will propagate
enough variables s; ; for (7) to be falsified.

To see how to obtain the constraints (7)—(9), note that we already discussed above how
to derive (8) by a telescoping sum over constraints (7), which is straightforward to do with
standard cutting planes rules. To get constraints on the form (7), we can use reification to
define the meaning of the variables s; ; by constraints

Sij e lit Y181, > (10)

(with notation as introduced in (3a)-(3b) in Section 2). If we do this in increasing order
for ¢ and j, then s;; is fresh in (10) and so these are valid derivation steps. From the
constraints (10) we can then derive (7) and (9) as illustrated in the next example.

» Example 1. Let us consider how to derive the preservation equality

l3 4 821+ 52,20 =531 + 532+ 53,3 (11)

16:7
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for block 3 in Figure 3a. We want s3; to be true precisely when f3 4 s21 + 520 > j for
j =1,2,3, and we can enforce this by reification steps as in (10), which results in constraints

531+ 03+ 521 +5222>1
2539 + ls+ 521+ S92 > 2
3533+ ¥3+ 521 +5222>3
3831 + 03+ 821 + 322 >3
2832 + 3+ 321 + 522 > 2 (12e

s33+ 03+ 521+ 520> 1 (

when written out explicitly in pseudo-Boolean form.
By design, the constraints (12a)—(12f) implies (11). By the implicational completeness of
cutting planes there is a derivation of this fact, i.e., of the two pseudo-Boolean inequalities

531+ 3832+ 3533+ 03+ 521+ 5222>3 (13a)
$31+832+833+03+521+3522>3 (13b)

encoding the equality (11). To construct such a derivation, we first derive (13a) by processing
the constraints (12a)—(12c) in order while maintaining the invariant

Z;:ﬁs,j + 034521+ 522 2>1, (14)

where ¢ is the number of processed constraints. We start with (12a), for which the invariant
holds, and add (12b) and divide by 2 to obtain 531 + 532 + 3+ s2.1 + 2,2 > 2. Multiplying
the latter constraint by 2, adding it to (12¢), and finally dividing by 3 results in the
constraint (13a) as desired. The derivation of (13b) is completely analogous, except we
process (12d)—(12f) in reverse order. That is, we first add (12f) and (12e) and divide by 2 to
get 531 + 532 + Uy + S2.1 4 S22 > 2, and then multiply this constraint by 2, add to (12d),
and divide by 3 to obtain our target constraint (13b).
For the ordering constraints (9), which in normalized form are written as

83 +3835412>1, (15)

we first add (12d) and (12b) to get 3s31 + 2532 > 2, which when divided by 3 becomes
s3,1 + 832 > 1. In the same way, adding (12e) and (12c) yields 2s3 2 + 353 3 > 2, which we
divide by 3 to obtain s3 9 + 533 > 1. This concludes our example.

To obtain the encoding with k-simplification, the most naive approach would be to simply
omit the clauses enforcing correct values for the variables s; ; that are not used. However,
this could incur a significant overhead in the proof logging when k is small, as we would
always introduce O(nQ) intermediate variables instead of the O(kn) variables actually used
in the final encoding. To avoid this overhead, we can introduce “overflow variables” s; 1,42
that do not encode that the first ¢ bits sum to k + 2 but instead ensure that the equality

k+1 k+2
Gt Doy Sio1y = 25215 (16)

holds. To maintain the equality of sums over incoming and outcoming edges in our graph
representation, we label the edge to the next block by Zj;l s;,; instead of 22:1 54,5, and
introduce an additional edge going directly to the sink with the label s; x4o (see Figure 3b).
Note that without the additional variable s; 112 we could not guarantee equality, as we would
have k + 2 literals on the left-hand side and only k£ + 1 variables on the right-hand side.
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» Example 2. To apply k-simplification for k = 1 to Figure 3a, the output from block 3 to
block 4 should only contain the sum of the two variables s3 1 + s32. To preserve equality of
the sums of inputs and outputs, we add an edge from block 3 to the sink labelled s3 3 as in
Figure 3b.

When using k-simplification, we can derive an analogue of (6) by a telescoping sum of all
preservation equalities (16) yielding > ., (Ei + Zf;l 31—171') =3, (Zfilz Si,j)y which
simplifies to Y1 6 = >0 | Si k42 + 25211 Sp,j-

4 A General Framework for Certifying CNF Translations

As discussed in the introduction, there is a rich selection of encodings of pseudo-Boolean
constraints in CNF. In this section, we develop a unified framework to provide proof logging
for a wide range of different translations. Our approach is to represent encodings as directed
graphs with preservation equalities between the incoming and outgoing edges of each node,
as in our example in Figure 3, so that all clauses in the encoding can be obtained by reverse
unit propagation from (telescoping sums over) these equalities. In this way, the whole proof

logging task is reduced to considering a few generic ways of deriving preservation equalities.

Let us start with a formal definition of the graph representation.

» Definition 3 (Arithmetic Graph). Let a;, ¢; be integers, ¢; Boolean literals, and o; Boolean

variables. An arithmetic graph with input ), a;l; and output ), c;0; is a directed multi-graph

G = (V, E) that satisfies the following conditions:

1. Every edge e € E has a label of the form b5y for each edge e € E, where b are
integers and y{ Boolean variables.

2. There is a unique source node s that has only outgoing edges, and these edges are labelled
by input literals ¢; in such a way that Y, a;l; = Z(s,v):eeE > bsys.

3. There is a unique sink t that has only incoming edges, and these edges are labelled by
output variables o; in such a way that 3, c;o; =3, py_cep 2 bSYS -

4. For all other nodes, which we refer to as the inner nodes, the preservation equality

S D b= > > bk, (17)

(u,v)=e€E i (v,w)=e€E i

saying that the sum of the incoming edges equals the sum of the outgoing edges, can be
derived using cutting planes with reification over variables on outgoing edges.

The rest of this section will be devoted to discussing how preservation equalities (17) can
be derived for different types of pseudo-Boolean expressions. Before doing so, let us just
note for the record that if we have an arithmetic graph for an encoding of a pseudo-Boolean
constraint, then by a telescoping argument as in Section 3 we can derive that the same
constraint applies to the output of the graph.

» Proposition 4. Given an arithmetic graph with input ). a;l; and output ), c;0; and a PB
constraint Y, a;l; >k for e {>, <, =}, we can derive ), c;0; > k using cutting planes.

Proof. By item 4 in Definition 3, we can derive preservation equalities (17) for all inner
nodes in the graph. By making a graph traversal and adding all these equalities together (i.e.,
adding separately all greater-than-or-equal constraints and all less-than-or-equal constraints,
as explained in Section 2), we obtain ) . a;¢; = ), ¢;0;, and combining this with )", a;¢; > k
yields >, c;0; > k as desired. <
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Algorithm 1 General algorithm for translating PB constraints to CNF with proof logging.

1: procedure translate_and_ certify(C, f, G, F)

2: > input: pseudo-Boolean constraint C of the form Y"1, a;¢; > k, with e {>, <, =}
3 > input: arithmetic graph G = (V, E) with input ), a;¢; and output ), ¢;o;

4 > input: function f that takes a node and derives its preservation equality

5: > input: set of clauses F' with CNF encoding to be derived

6 sum constraints f(v) for v € V' in topological order to obtain ), a;l; =, ¢;0;

7 combine ). a;l; = ). c;o; and C to obtain ) . c;0; > k

8 derive each clause in the CNF encoding F' with reverse unit propagation (RUP)

Once the bound on the input literals is translated to a bound on the output variables,
all clauses of the CNF encoding will follow by reverse unit propagation. This results in the
general proof logging method shown in Algorithm 1. Note that the nodes of the graph should
be traversed in topological order when deriving the preservation equalities— this is so that
the variables used in the reification steps are all fresh.

Let us now discuss three different ways of representing values of natural numbers that
are used in preservation equality for inner nodes. Perhaps the most straightforward way to
encode a number j with domain A = {0,1,...,m} C Ny with Boolean variables is to write j
in unary with variables z; so that j = Zie[m]
using constraints z; > z;+1, that the variables z; are ordered so that z; is true if and only
if 7 > 4. This means that listing the variables in reverse order z,,, zym_1, ..., 21 yields the
number j written in unary (after a prefix of zeros). This is known as the order encoding, and
this type of representation is used in the sequential counter [57] and totalizer [3] encodings.
We can certify the correctness of this encoding as stated in the next proposition (where we
defer all proofs in what follows to Appendix A due to space constraints).

z;. In such an encoding we can also require,

» Proposition 5 (Unary Sum). For literals ¢; and fresh variables z;, i € [n], the constraints

Z;L:lgi = Z?:lzi (18a)

Zi 2 Zig1 xS [’I’L — 1] (18b)
can be derived in O(n) steps in cutting planes with reification.

A concrete illustration of how these derivations can be done was given in Example 1 (with
l3, s2.1, and sg o playing the roles of the literals ¢; and s3 ;, j € [3], being the fresh variables).

When encoding the value of a number j that can only take a small number of values in
a large range, it is wasteful to introduce variables for all values in the range. For example,
if j € {0,50,75}, then the first 50 variables in a full unary representation are either all
true or all false, but will never take different values. In such cases we can instead use what
we will refer to as a sparse unary encoding, where in our example j € {0,50, 75} would be
represented as 50 - z59 + 25 - 275, where we enforce z59 > z75. More formally, for a (finite)
domain A C Ny and variables 2= {z; | i € AU {o0}} we define

sparse(Z, A) = 3 ,c 4\ (o3 (@ — pred(i, 4)) - 2, (19a)
where pred(i, A) = max{j € AU{0}|j < i}, and we also use constraints
2i > Zsuce(i, A) i€ A\ {max (A)} (19b)

to enforce that the variables z; are ordered, where succ(i, A) = min{j € A|j > i}. This
representation is used in the sequential weight counter [37] and generalized totalizer [38]
encodings, and we can certify correctness for it as stated next.
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» Proposition 6 (Sparse Unary Sum). Let A,B C Ny be given with sparse encodings
sparse(Z, A) and sparse(y, B) as in (19a)—(19b). Then for E = {i+j | i € A,j € B}
and fresh variables Z we can derive

sparse(Z, A) + sparse(y, B) = sparse(Z, E) (20a)
Zi 2 Zsucc(i,E) i € B\ {max (E)} (20b)

in cutting planes with reification using O(|A| - |B|) steps.

As in the case of the unary sum in Proposition 5, adding the constraints (20a)—(20b)
maintains equisatisfiability, because the fresh variables Z" are free to take values so that the
constraints are satisfied. The general idea is again to introduce Z via reification, but the rest
of the proof of Proposition 6 gets a bit more complicated — we have to perform a brute-force
search on the possible combinations of values for A and B, showing that the equality holds
in all cases, and provide a proof log for the correctness of this backtracking search.

If we perform sums repeatedly as in Proposition 6, then the size of the domain can
double in every step in the worst case, leading to an exponential explosion (this happens,
for instance, if all values in the domains are distinct powers of 2). The third encoding we
consider addresses this worst-case scenario by using a binary encoding j = Zgﬁz(m” 2. 2.
To compute the binary representation, it is sufficient — as we will discuss next in Section 5 —
to compose multiple full adders, which compute the sum of up to three input bits, using a
binary adder circuit as described in [23].

» Proposition 7. For literals {1,05, 03 and fresh variables c, s, we can derive the equality
b1+ 40y +03=2c+s (21)
in cutting planes with reification using O(1) steps.

Again, it should be clear that this maintains equisatisfiability, since the carry-out bit ¢
and sum bit s can be set appropriately. To derive (21) we first reify

cs b+l + 103> 2 (22&)
sl +l+03+2¢>3 (22b)

and then multiply (22a) by 2, add (22b), and divide the result by 3. To show how this
works for the =-direction of the reification, 2 times (22a) is 4¢ + 2¢1 + 205 + 203 > 4, adding
35+ 01 + 0o+ 03 +2C > 3 as in (22b) yields 6¢+ 35+ 301 + 3¢5 4+ 3¢5 > 7, and dividing by 3
gives us 2¢ + 5+ £1 + lo + 03 > 3 as desired. We refer the reader to [33] for more details.

5 Certifying the Binary Adder Network Encoding

The idea behind the binary adder encoding [23] is to use an adder network to compute the
value of ). a;¢; as a binary number Zfﬁg 2%0;, where bits = Llog2(zi ai)J is the required bit
width, and then compare this to the right-hand side constant in the constraint ), a;¢; > k.

To recapitulate the algorithm for adder network construction in [23], let us say that
a 2"-bit is a literal representing the numerical value 2™ and that a 2" -bucket is a queue
of 2™-bits. We use [m]s to denote the binary representation of a natural number m. The
algorithm starts by initializing each 2™-bucket with all literals ¢; in ), a;¢; > k such that
the 27-bit of [a;], is 1. Then for m in increasing order we repeat the following procedure:
While there are at least 2 elements in the 2”*-bucket, dequeue three bits z, y, z, or set z = 0 if
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Algorithm 2 Construction of adder network [23]. Procedure full_adder adds full adder to network.

1: procedure adder_network(b)

2 > input: vector of buckets b

3 for i from 0 to b.size() do

4 while b; size() > 2 do

5: if b;.size() = 2 then

6 (x,y) < b;.dequeue()

7 (¢,s) < full_adder(z,y,0)
8

9

else
: (z,y, z) < b;.dequeue()
10: (¢,s) < full_adder(z,y, 2)
11: b;.enqueue(s)
12: bi+1.enqueue(c)

( source )

)

Figure 4 Layout of arithmetic graph for adder network encoding of 5x1 + 4x2 + x3 + x4 + 5.

there are exactly 2 bits left. Use z,y, and z as input for a new full adder with fresh variables
c and s as output (these are just placeholder names), and insert s in the 2™-bucket and ¢ in
the 2™ 1-bucket (possibly creating a new bucket). See Algorithm 2 for the pseudocode.

The arithmetic graph is obtained from the adder network by representing each full adder
by a node. Each inner node constructed from a 2™-bucket has 3 input edges with labels
2m. g, 2™y, and 2™ z and 2 output edges with labels 2™- s and 2™ *!. ¢. An example for
the PB expression bxy + 422 + x3 + x4 + x5 is shown in Figure 4. The preservation equality
can be derived using Proposition 7 and multiplying the resulting equality x +y + 2z = 2c + s
by 2™ to obtain 2™z + 2™y + 2™ 2 = 2™t c + 2™. 5. When the construction algorithm
ends, each 2™-bucket has at most one 2"-bit left, and we connect the corresponding edges
to the sink, resulting in an output of the form Ef’:tg 2¢ . 0;. If the 2-bucket is empty, o; is
fixed to 0.

Each full adder of the network is encoded to CNF using clauses

TH7+z+s>1 rH+y+z+5>1
T+y+z+s>1 y+z+c>1 r+y+z+s5>1
t+y+z+s>1 z+z+e>1 THy+z+5>1
r+y+z+s>1 r+y+c>1 TH+y+z+52>1

8 <
S
o

o

+ o+ +

SIS

+ + +
o

AV AVARN AV

_ =

8|

which are all RUP with respect to the preservation equality x + y + z = 2¢ + s.
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To compare the constant k£ in the PB constraint with the output of the circuit, we encode
a bitwise comparison & > ¢ for bit vectors & and ¢, where & = opjts- - 0100 and § = [k]2
or vice versa, depending on whether we want to encode Y . a;{; > k or Y . a;l; <k,
respectively. For " | a;¢; = k, comparisons for both directions are performed. If the sizes of
the two vectors are different, the shorter vector is padded with 0, after which the constraints

T+ i+ g T, + Ty > 1 i=0,1,...,bils (24)

are added to the CNF encoding. Since either & or i is a vector of constant bits, the
constraints (24) are indeed clauses. If for a fixed index ¢ we have that & and ¥ differ in
some coordinate j > ¢, then Z;Z‘:H z;y; + Z;y; > 1 holds, and the ith clause is satisfied.
Otherwise, if x; =1 or y; = 0 we have x; + 7, > 1 and the clause is again satisfied, which is
in order since the comparison # > i cannot fail for the 2¢-bit if all more significant bits are
equal. If none of these cases apply, then the clause reduces to z;y; + Z;y; > 1. This enforces
that it must not be the case that all more significant bits are equal but that x; = 0 and
y; = 1, because if so we have & < §. The clauses (24) are RUP with respect to the constraint
Zfitg 2% . 0; > k, which we obtain from the arithmetic graph using Proposition 4. To see this,
note that asserting (24) to false will set all 2/-bits for j > i equal but the 2i-bits to opposite

values, which immediately falsifies Zfﬁg 20 0; > k.

6 Experimental Evaluation

To evaluate the proof logging methods developed in this paper, we have implemented certified
translations to CNF for the sequential counter [57], adder network [23], totalizer [3], and
generalized totalizer [38] encodings in a tool VERITASPBLIB. This tool takes a pseudo-
Boolean formula in OPB format [54] and returns a CNF translation with a proof logging
certificate. We have employed the verifier VERIPB [60] to check the certificate returned
by VERITASPBLIB, and have used the solver KISSAT [42], in a lightly modified version
outputting DRAT proofs in pseudo-Boolean format,® to solve the CNF formula. Finally, we
have conjoined the certificates from the CNF translation and the SAT solving and verified
the end-to-end pipeline with VERIPB. See [30] for source code and experimental data.

The experiments were conducted on Amazon EC2 r5.]large instances (2 vCPU) with
Intel(R) Xeon(R) Platinum 8259CL CPU @ 2.50GHz CPUs, 16 GB of memory, and gp2
volumes. We ran one process on each instance with a memory limit of 15 GB and a time
limit of 7,200 seconds for verifying the proof with VERIPB, and a time limit of 1,800 seconds
for CNF translation with VERITASPBLIB and SAT solving with KissaT. We gave additional
time for verification, which tends to be slower than solving the problem.

To evaluate VERITASPBLIB, we collected 1,803 pseudo-Boolean formulas from the
PB 2016 Evaluation.? These instances can be partitioned into formulas with (1) only
clauses (279 instances), (2) clauses and cardinality constraints (772 instances), (3) clauses
and general PB constraints (444 instances), and (4) clauses, cardinality and general PB
constraints (308 instances). Since this work targets the verification of formulas with non-
clausal constraints, we excluded the 279 pure CNF formula instances, as those can already be
certified with existing techniques. Our evaluation aimed to answer the following questions:

! This modified version of KIsSAT with pseudo-Boolean proof logging is available at https://gitlab.
com/MIAOresearch/kissat_fork.
2 These pseudo-Boolean benchmarks are available at http://www.cril.univ-artois.fr/PB16/.
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Table 1 Number of translated, solved and verified instances for each encoding.

Translation Solving
. . #Solved # Verified

Cat Inst Encod CNF Vi
stegory  ginst  Emcoding 3 AV AT UNSAT SAT UNSAT
Card - Sequential 772 772 139 480 133 479
Totalizer 772 772 139 475 130 474
PB 444 Adder 444 444 179 167 178 165
GTE 425 414 164 162 150 151
Card+PB 308 Seq+Adder 306 296 134 152 128 151

1. Can we use our end-to-end framework to verify the results of CDCL-based pseudo-Boolean
solving, and how efficient is the verification?

2. How long does verification of the proof logging take when compared to the translation of
the pseudo-Boolean formula to CNF?

End-to-End Solving and Verification. Table 1 shows how VERITASPBLIB can be used to
generate a CNF formula that can be solved by KiSSAT and verified by VERIPB. For instances
with cardinality constraints (Card), we use the sequential and totalizer encodings to translate
those constraints to CNF. For instances with general PB constraints (PB), we translate such
constraints using the adder network and generalized totalizer (GTFE) encodings. Finally, for
instances with both cardinality and general PB constraints (Card+PB), we use the sequential
encoding for cardinality constraints and the adder network encoding for PB constraints,
henceforth denoted by Seq+Adder. Even though other combinations of cardinality and
PB encodings could be explored, the goal of this work is not to find the best performing
encodings but to show that we can verify the final result for a variety of encodings.

The column #CNF shows for how many instances VERITASPBLIB successfully generated
the CNF translation, which is almost all. The exceptions are 19 instances using GTE and
2 instances using the Seq+Adder encoding. In those cases, the number of clauses generated
is too large and exceeds the resource limits used in our evaluation.

The column #Veri under Translation shows results for VERIPB verification of the
translation certificate from VERITASPBLIB. Except for a few instances for GTFE and
Seq+Adder yielding large proofs, VERIPB is successful. Note that if the translation check
passes, then this guarantees that the CNF encoding does not remove any solutions of the PB
formula.

The columns #Solved and # Verified under Solving show how many instances can be
solved by KissSAT, and from those how many can be verified by VERIPB. If a satisfiable
formula is verified, this means that all clauses learned by KISSAT are also valid for the original
pseudo-Boolean formula, as is the satisfying assignment found. If an unsatisfiable formula is
verified, then a correct proof of unsatisfiability for the PB formula has been produced.

We can verify 99% of the solved unsatisfiable instances, which shows that the current
proof-of-concept approach is already practical in this setting. For satisfiable formulas we can
verify 95% of the solved instances. However, even when VERIPB does not terminate within
the timeout limit, we can still certify that the satisfying assignment found by the SAT solver
is valid for the original PB formula. We note that there is still ample room for performance
improvements in VERIPB proof checking — in particular, when it comes to verifying the
DRAT proofs produced by the SAT solver, which do not even use pseudo-Boolean reasoning,
but are simply clausal proofs syntactically rewritten in pseudo-Boolean format. Making
VERIPB faster at validating such proofs would further increase the number of instances that
could be verified, but work in that direction is orthogonal to the contributions of this paper.
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Figure 5 Comparison between CNF file size and proof logging file size in KiB.

Translation and Verification. Turning our focus to the certified translation only, our
experiments show that the average overhead in running time for proof logging is a factor
of 2-3 for all encodings except GTE, which incurs around a factor 5 in overhead. However,
since translation is fast for the majority of instances (see Figure 6), the additional overhead
of proof logging is not an issue when translating the pseudo-Boolean formulas to CNF.

This overhead can be explained by the proofs being larger than the generated CNF
formulas, as shown in Figure 5. For most instances the proof size seems to be within
a constant factor of the CNF formula size, but for a collection of crafted vertex cover
problems [25] the sequential counter encoding turns out to require proofs of super-linear
size. These instances contain a constraint enforcing a constant fraction of the literals in the
formula to be false, which is a worst-case scenario for the sequential counter encoding. While
the number of clauses in the CNF translation is still linearly related to the number of steps
in the proof, each reification step in the unary sum derivation in Proposition 5 introduces a
constraint of linear size, making the total proof size quadratic. It would be desirable to find
a more efficient derivation that only requires linear proof size.

Figure 6 compares the time for VERITASPBLIB to generate the CNF translation and
VERIPB to verify it. The verification overhead is far from negligible, but not unreasonable.
Over all encodings, for 75% of benchmarks verification takes at most 49 times longer than
translation, and for 98% of benchmarks at most 100 times longer. While some overhead is
natural, since the translation algorithm can just output a claimed proof while the verifier
needs to perform the calculations to actually check it, our experiments indicate the need to
improve the efficiency both of the verifier and of the proof logging methods used.

7 Concluding Remarks

In this work, we develop a general framework for certified translations of pseudo-Boolean
constraints into CNF using cutting-planes-based proof logging. Since our method is a strict
extension of DRAT, the proof for the translation can be combined with a SAT solver DRAT
proof log to provide, for the first time, end-to-end verification for CDCL-based pseudo-
Boolean solvers. Our use of the cutting planes method is not only crucial to deal with the
pseudo-Boolean format of the input, but the expressivity of the 0-1 linear constraints also
allows us to certify the correctness of the translation to CNF in a concise and elegant way:.
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Figure 6 Comparison between CNF translation and verification of corresponding proof logging.

While there is still room for performance improvements in proof logging and verification,
the experimental evaluation shows that our approach is feasible in practice. We believe that
the generality of our method, which expresses the proof logging steps in terms of simple
operations on a graph representation of the PB-to-CNF translation, is an important aspect
of our work. However, it should be noted that for some sorting network encodings found to
be particularly efficient in [23], such as the odd-even merge sorters [6] used in MINISAT+, we
do not yet know of a nice way of capturing them in the framework developed in this paper.
The same problem applies to encodings based on binary decision diagrams BDDs [12], and
we leave this as future work.

As discussed already in the introduction, our paper does not quite reach the goal of
certifying equivalence of the original pseudo-Boolean formula F' and the CNF translation F’.
In one direction, it is clear that as long as F” is derived from F using cutting planes with
reification, any satisfying assignment o to F yields a unique extended assignment o’ D «
satisfying F’ by giving all newly introduced variables the values determined by the reification
rules (3a)—(3b). In the other direction, however, we do not formally establish that the CNF
translation F’ is as strong as the original pseudo-Boolean formula F' in the sense that any
satisfying assignment o/ for F’ is guaranteed to also satisfy F. As a quick technical detour,
one way of achieving such guarantees would be, after having derived all clauses in F”, to erase
all constraints in F' using the “checked deletion” rule in [10], and to only allow standard,
implicational, cutting planes rules in the proof that the deleted constraint can be rederived
from what is left in the constraint database. This is certainly doable in principle, but we
currently know of no clean and simple way to formalize this in our graph-based translation
framework. The problem of certifying equivalence of the original formula and the translation
is therefore another topic that we have to leave as future research.

Concluding this section, we wish to emphasize that we view pseudo-Boolean decision
problems as only a first step, and believe that the techniques in this paper should also be
sufficient to support proof logging for MaxSAT solvers, including derivation of clauses added
during core extraction and objective function reformulation in core-guided solving [28, 47].
While designing efficient proof logging for MaxSAT approaches such as implicit hitting sets
(IHS) [20] and abstract cores [7] seems more challenging, we are still hopeful that our work
could lead to a unified proof logging method not only for SAT-based optimization but
also for pseudo-Boolean solving and optimization using cutting-planes-based reasoning as
in [21, 22, 27, 43].
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A Derivations for Proof Logging Building Blocks

In this appendix we provide the missing technical details for Section 4. Let us start by
explaining our proof logging notation, which is similar to what is used in VERIPB proof files.

The proof is constructed line by line using the proof_log(-) function, with each call to
this function adding a new pseudo-Boolean constraint derived from previous lines in the
proof. Every constraint in the proof gets a unique identifier, and we can write down cutting
planes derivations of new constraints in reverse polish notation using these identifiers to refer
to previous constraints. For example, given previously derived constraints with identifiers
C and D, calling “proof_log(pol C' 2 d D 3 * + s)” divides C' by 2 (and rounds up),
multiplies D by 3, adds the two constraints obtained in this way, applies saturation, and
returns the resulting constraint. A reverse unit propagation (RUP) constraint C' can be
added using ‘proof log(rup C)’. The syntax we use for deriving a constraint by reification is
“proof_log(red z = C ; z 0)” and “proof_log(red z <= C ; z 1)” (where this somewhat
cryptic notation is due to that reification is a special case of the redundance rule in [33]).
We use “>” to denote comments in the pseudocode.
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Algorithm 3 Deriving a unary sum over fresh variables z;.

1: procedure derive_unary_sum(C")

2 > input: C” of the form Y ,¢; = >~ | z; and describing the constraint to be derived
3 > the z; variables need to be fresh, the left-hand side is the sum to be encoded

4 for j from 1 to k do

5: DE, D;.eq — reify(z; < Y14, > j) > Step 3.1: introduce variables
6 C&1 « derive_sum(D$Y, D5, ... D) > Step 3.2: derive Y . 6; > > " 12
7 C'*9  derive_sum(D!, D! .. D) > Step 3.3: derive Y. 4; <Y 1z
8 for ¢ from 1 to k — 1 do

9 derive_ordering(D}?, DET) > Step 3.4: derive z; > 2,41, % € [n — 1]
10: return Cg4 (Cled

Algorithm 4 Reify Z;lai& > j using the fresh variable z;.

: procedure reify(z; < > 1 ail; > j)

Ce 3" aili +jz; > § >z = > ail; >
proof log(red C&4 ; z; 0)

Clea Z?:lai@ + (Z?:l a; —jJ+ 1)2’]‘ > Z?:l a;—j+1 > zj < Z?:lai& =]
proof_log(red C'*d ; zj 1)

return Cgd (Cled

A.1 Deriving Unary Sum Constraints

Deriving the unary sum constraints

il > 2z (25a)
Yol <30z (25b)
Z Z Zi+1 xS [Tl - 1] (250)

in Proposition 5 for fresh variables z; is described in Algorithm 3, which is split into four steps.
Step 3.1 is to introduce the fresh variables z; as reifications of the constraints > . ,¢; > j,
which is shown in Algorithm 4 for the more general case of arbitrary positive coefficients.

In Step 3.2 the lower bound (25a) is derived using Algorithm 5 maintaining the invariant
S b+ Zgzl Z; > j. For the base case j = 1, the invariant is equivalent to the reification
constraint z; = Z?:l& > 1, which in normalized form is Z?:l& + z1 > 1 and hence this
case is covered. For the inductive step, to go from j to j + 1 we multiply the invariant by j
and add the reification constraint zj41 = Y. ¢; > j + 1, which is >0 4, + (j 4+ 1)Zj411 >
j+1 in normalized form, to get (j + 1)>." 4 + jzzzl Zi+(G+Dz0 > 2 +5+1
Note that j2 +j+1 = (j + 1)? — j and hence division by j + 1 and rounding up yields
Sl + Zgzl Zi + Zj41 > j + 1, i.e., the invariant for j + 1. For j = k + 1 the invariant is
the normalized form of (25a).

In Step 3.3 the upper bound (25b) is again derived using Algorithm 5, except that the
constraints are processed in reverse order (just as in Example 1 on page 7).

In Step 3.4 the ordering constraint is derived in Algorithm 6, using the reification
constraints: We add the constraints used for reification, that is z;41 = Z?Zlai& > j+1and
zj < Y i ja;l; > j. In normalized form these two constraints are (j + 1)z 11 + Y qail; >
j+land (m—j+1)z;+> i a;l; > m—j+1, wherem = >_." | a;. Adding both constraints
together yields (m — j + 1)z; + (j + 1)Z;41 > 2 and we get the desired ordering constraint
after division by a large enough number, such as m.
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Algorithm 5 Derive sum of reification variables.

1: procedure derive_sum(Dy,...,D,)

2 > input: D; is of the form Y ., ¢; + jz; > j

3 C <+ D,

4: for j from 2 to n do > Invariant: C': Y. 4 + Z‘Zzl Zi > ]
5 proof log(pol C j—1 * D, + j d)

6 Ce((G-1)-C+D;)/i

7

return C

Algorithm 6 Deriving an ordering constraint z4 > zp from the reification constraints.

1. procedure derive_ordering(C, D)

2 > input: C is of the form z4 = > ja;{; > A
3: > input: D is of the form zp < > ja;{; > B
4: divisor < Y ' | a;

5 > derive z4 > zp if A< B

6 proof log(pol C D + divisor d)

A.2 Deriving Sparse Unary Sum Constraints

Let us now prove Proposition 6 by presenting and analyzing Algorithm 7, which given two
numbers in sparse unary representation derives their sum. Just as for the unary sum, we
start in Step 7.1 by introducing the required fresh variables via reification. However, we
only need to introduce the variables with index in E. If k-simplification is used, then also
variables with index bigger than k need to be introduced, as without them equality cannot
be derived. The ordering constraints can be derived as before using Algorithm 6.

In Step 7.2 we introduce a variable z., which is true if and only if the equality to be
derived is true. Since an equality is actually two inequalities, we need to introduce separate
variables zgeq, Zi1eq for each inequality and then combine them into z,.

In Step 7.3 we derive zy > 1 by checking all combinations of values in A and B, which
requires O(|A| - |B|) steps. Asymptotically, this is the same number of steps required to
compute which elements are in F, so this is still linear in the time needed to construct the
encoding.

In Step 7.4 we use that z., > 1 and hence z4¢q = 21 = 1, which allows us to derive
sparse(Z, A) + sparse(y, B) > sparse(Z, ) and sparse(Z, A) + sparse(y, B) < sparse(Z, E) by
removing zgeq and zjeq from the constraints introduced in Step 7.2.

Algorithm 8 describes in detail how to derive z.q; > 1 by checking all combinations of
values in A and B. Let us illustrate how the algorithm works with an example. Let A = {0, 2}
and B = {0,2,4}. After the first iteration of the outer loop in Algorithm 8 the clauses

To+1ys+ Zeg > 1 (26a)
Tot+Yotyatzeg > 1 (26b)
To+ Yytzeg > 1 (26¢)

have been derived. Deriving (26a) by RUP sets xg = y2 = 2., = 0. This causes the ordering
constraints to propagate all variables in Z and ¢. As all ¥ and ¥ variables are set, the
reification constraints introduced in Step 7.1 will cause all 2 variables to propagate. As the
constraints reified in Step 7.2 are satisfied, zgeq = 21¢ = 1 is propagated and hence z., should
be 1. However, we already set z¢, to 0, which is a contradiction showing that (26a) can be
derived. Deriving the other clauses works analogously.
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Algorithm 7 Deriving a sparse unary sum over fresh variables Z.

1: procedure derive_sparse_unary_ sum(C”)
2: > input: C” of the form sparse(#, A) + sparse(y/, B) = sparse(Z, E) and describing the
constraint to be derived such that A, B C N, E = {i+ jli € A,j € B}

3 > Step 7.1: Introduce variables as reification and derive ordering.

4 for j € E\ {0} do

5: DE, D;.eq + reify(z; < sparse(Z, A) + sparse(y, B) > j)

6 for i € E\ {0,max (E)} do

7 derive_ordering( D%, ‘Dsguecqc(i ) > derive z; > Zocc(i,B)

8: > Step 7.2: : reify constraint to be derived

9: Ce, < reify(z4¢q < sparse(Z, A) + sparse(y, B) > sparse(Z, E))
10 C'e4, < reify(zieq < sparse(Z, A) + sparse(§, B) < sparse(Z, E))
11: reify(zeq © Zgeq + Zieq > 2)

12: > Step 7.3: derive that z¢, > 1

13: try_all values(sparse(Z, A),sparse(y/, B), zeq)

14: > Step 7.4: derive constraint to be derived from its reification
15: M < max(A) + max(B) v Coeflicient so that reification variables get eliminated.
16: D ¢ zgeq > 1

17: proof log(rup D); proof log(pol C& D M * +)
18: Ced« C&14+ M -D

19: D «+ Zleq >1

20: proof log(rup D); proof log(pol C*94 D M * +)
21:  Cld - Cla+ M- D

22: return Cgd (Cled

If we add all clauses in (26) together, we are left with 3zs + 32, > 1, which is saturated
to obtain xo + z¢q > 1. Analogously, in the second iteration we derive Ta + z¢, > 1, which
added to the result of the first iteration yields 2z, > 1 and using saturation we get z., > 1.

A.3 Deriving Binary Adder Network Constraints

Algorithm 9 provides the details for the derivation of (and proof logging for) the preservation
equality (21) for a single binary full adder, and this establishes Proposition 7.

B Certifying the Totalizer and Generalized Totalizer Encodings

The totalizer and generalized totalizer encoding accumulate the input in the form of a
balanced binary tree. The totalizer encodes cardinality constraints and uses the order
encoding to represent values, while the generalized totalizer encodes general pseudo-Boolean
constraints and uses a sparse representation. An example of an arithmetic graph for the
generalized totalizer encoding is shown in Figure 7. The nodes are combined in form of a
binary tree, where we ensure that the value is preserved for each inner node. To perform
k-simplification, the arithmetic graph has additional edges that go directly to the sink node.
The formal definition of the arithmetic graph for the (generalized) totalizer encoding is as
follows.

» Definition 8 (Arithmetic graph for the generalized totalizer encoding). Given a linear
sum Y, a;l; over n variables, let G be a binary tree with edges directed towards the root r,
leaves s; for i € [n] and an additional sink node t with an edge (r,t). The edge (s;,v)
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Algorithm 8 Given a reified sparse unary sum, derive that the reification variable is true.

1. procedure fix(sparse(Z, A), a)

2 return T, + Tsucc(a,A) > replace xg by 1 and zo, by 0
3: procedure try all values(sparse(Z, A),sparse(y, B), zeq)

4: Ooutcr +~0 2 0

5: for i € A do

6 Cinner <+ 02>0

7 for j € B do

8 > a (respectively b) is the value encoded by sparse(Z, A) (sparse(¥, B))

9 > encode that (a =i Ab=j) = 2

10: D < fix(sparse(Z, A), 1) + fix(sparse(, B),j) + zeq > 1

11: proof log(rup D); proof log(pol Cipper D +)

12: Cinner <~ Cinner +D

13: proof_log(pol Couter Cinner s +)

14: Couter < Couter + saturate(Cinner)

15: proof_log(pol Couter 8)

16: Couter < saturate(Coyter)

17: return C, e > Couter 15 NOW 2Z¢q > 1

Algorithm 9 Proof logging for the encoding of a single full adder.

1: procedure full _adder(z,y, z)

2 D&, Dt reify(c &z +y+2 > 2)

3 Dga Dled ¢ reify(s < o +y + 2+ 2¢ > 3)

4 D=« (2- DEg., + DEL) /3

5: proof_log(pol D&, 2 * D& + 3 d)

6 D'ed (zplcfzq'r‘ry—’—Dlseuqm)/g

7 proof__log(pol DIC%%W 2 % Dlea + 3 q)

8 return D&d Dled ¢ g > D is the preservation equality of the full adder

is labelled with a;x;. For an inner node v with two incoming edges labelled sparse(Z, A)
and sparse(y, B), the outgoing edge is labelled sparse(Z, E), where Z are fresh variables and
E={i+j|i€ A, je B}. Alls; are combined into a single source node. For k-simplification

we split sparse(Z, E) = 3 . _pa;z; into Zigsucc(k,E) a;z; and ZDSUCC(&E) a;c;.

To see that this graph is an arithmetic graph, we only need to check that we can derive
the preservation equality for each inner node. We can use Proposition 6 to derive the required
preservation equality. Proposition 6 also requires to have ordering constraints on the input
literals. However, it is easy to see by an inductive argument that the ordering constraints on
the literals can also be derived as we process the nodes in topological order. For the base
case, edges from source nodes only contain a single literal, which is vacuously ordered. For
inner nodes we get the ordering constraints by applying Proposition 6. If E contains all
integers between 0 and max(F), we can use Proposition 5 to derive the preservation equality,
which requires O(|E|) steps instead of O(]|A| - |B]) steps and hence reduces overhead.
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2;(‘)‘ + ZJ:

zll + z% z% + z% 223 + 222 Zzg + 222

( source )

Figure 7 Layout of the arithmetic graph for the generalized totalizer encoding of 1 + x2 + x3 +
T4 + 2x5 + 2z6 + 227 + 228 < 2. Edges introduced for k-simplification are colored cyan.

For each inner node in the graph with incoming edge labels sparse(Z, A) and sparse(%, B),
the (generalized) totalizer encoding contains the clauses

Ti+y;+zit; > 1 i€AjeEB (27a)
Tsuce(i,A) + Ysuce(4,B) + Zsucc(i—}-j,E) >1 1€ A,] eB (27b)

for succ(i, A) = min{j|j € AU{oo},j > i} (where compared to Section 4 we have added an
element 0o) and for g, yo replaced by 1 and Zeo, Yoo, 2o by 0, with ensuing simplification.

For the proof logging of the CNF encoding we can simply add all clauses using reverse
unit propagation. A RUP check of (27a) will assign ; = y; = 1 and z,4; = 0. The ordering
constraints on Z, ¢ will propagate variables in &, ¥ to true so that sparse(x, A) + sparse(y, B)
has a value of at least i + j, while the ordering constraints on Z’ will propagate variables in 2’
to false so that sparse(z, E') can only take a value strictly less than i+ j. This will violate the
preservation equality sparse(z, E') = sparse(z, A) + sparse(y, B), showing that (27a) is indeed
a RUP clause. Deriving the clause (27b) works analogously.

To enforce a pseudo-Boolean constraint . a;f; > k, we first derive a bound on the
output of the arithmetic graph ), ¢;0; > k, using Proposition 4. Then we can derive unit
clauses on the output via reverse unit propagation.

To encode ), a;il; > k or ), a;l; < k the unit clause zgcc(i—1,5) > 1 OF Zouce(k,p) > 1
is added, respectively. This clause is RUP, as the derived sum ), ¢;o; has a value of at
most k — 1 or at least k + 1 and thus the constraint Zl c;0; > k or Zl c;0; < k is falsified,
respectively. To encode ), a;¢; = k both unit clauses are added.
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